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Abstract The operational technology (OT) domain has historically been an area of 

sensitivity primarily within the industrial (manufacturing, petrochemical, medical) and 

critical infrastructure (power, water, utility, data, telecommunication) markets. Recent 

compromises of OT have expanded the exposure to loss from this domain into more 

core corporate markets, including pharmaceutical, technology, logistics/supply chain, 

software, banking/finance, retail, warehouse/distribution and commercial office. This paper 

promotes a holistic countermeasure implementation programme must be put in place 

and be managed as a core competency within the overall cyber security posture of an 

organisation in order to effectively mitigate threats to this domain. It advises how physical 

security controls must be a priority within this posture to effectively control access to the 

on-site assets that manage OT. The control strategy put forward in this paper introduces 

two key attributes. The first is to apply physical security controls to protect OT, which 

may require an expansion of the locations at a site where these controls are deployed. 

The second is to treat physical security assets as OT so they fall under the same level of 

network segmentation, threat management, version control and access management as 

core OT assets. 
 

 

KEYWORDS: operational technology (OT), convergence, physical security, cyber security, 

process control, SCADA, robotics, manufacturing security 
 

 
TODAY’S OT LANDSCAPE 

Operational technology (OT) is defined as 

‘hardware and software that detects or causes 

a change through the direct monitoring and/ 

or control of physical devices, processes and 

events in the enterprise’.1
 

This definition has been applied to the 

operating environments within enterprises 

that have relied heavily upon process controls 

and data acquisition/monitoring platforms 

within highly-regulated environments. 

Recent losses through the compromise of 

the OT domain2 have demonstrated that the 

exposure to OT-related losses have expanded 
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to several markets that previously were not 

sensitive to this area of cyber security risk. 

This vector was utilised in a widely known 

breach that occurred at Target stores 

wherein the OT layer was compromised via 

a heating, ventilation and air conditioning 

(HVAC) control panel in a store that allowed 

perpetrators to ‘tunnel’ into the point of sale 

(POS) network and exfiltrate customer credit 

card data.3
 

Bringing a company’s mitigation strategy 

into alignment with the current risks within 

this domain is paramount to protect ongoing 

operations and their impact on the company’s 

revenue, reputation and shareholder value. 
 

 
A ROBUST OT DEFENCE POSTURE 

Once an organisation understands the true 

breadth of vulnerability within its control 

system architecture,4 the cyber security team 

can embark upon a programme to stratify 

these vulnerabilities and the attendant threat 

vectors to the OT domain. 

This programme entails the identification 

of the key OT assets across the enterprise 

and assigning a hierarchy of criticality to 

these assets. 

Top-tier assets must be segregated by 

several layers of protection from lower-tier 

assets to reduce the exposure to threat vectors 

from the compromise of the higher quantity 

of instances of IT assets across the lower tiers. 

This robust assignment of tiers and 

hierarchy should follow industry best 

practices and allow for effective segmentation 

across the network infrastructure and 

applications.5
 

This understanding and categorisation will 

allow for a converged and integrated physical 

and logical security architecture6 that will 

establish the protection protocols, policies 

and devices that will enforce data security, 

access and segregation between assets subject 

to segmentation. 

This ‘pyramid’ approach will result in a 

small number of key assets at the top of the 

network hierarchy and segmentation, with 

 

 
 

 
 

Figure 1:   Network asset hierarchy 
Source: Author 

 
increasing numbers of less-critical assets 

populating the structure and base of the 

pyramid (see Figure 1). 

Enterprise assets are the key applications 

and data sets that govern the organisation, 

inclusive of cyber and physical security 

monitoring and command and control 

assets. Corporate assets include all financial, 

human resources (HR), legal and compliance 

platforms and data that intersect between the 

enterprise layer and the lower tiers of the 

hierarchy. Facility assets are the systems and 

infrastructure that allow both administrative 

and production facilities to operate. 

Production assets are the systems and controls 

that govern the generation of the company’s 

product and manage the corporate supply 

chain. OT platform and device data flow 

upward through the tiers from the facility 

and production levels, and OT command 

and control data flows downward from the 

higher tiers of the organisation. 

This hierarchy of assets and their 

inherent integration resonate with the 

current designation of the evolution of 

manufacturing and product delivery to 

‘Industry 4.0’.7 This term encompasses the 

next level of interconnectivity of computer 
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and data resources within the product and 

revenue creation functions of an organisation. 

This increased integration and 

interconnectivity brings with it the inherent 

need to apply a greater level of security 

oversight and control over the interconnected 

systems and devices. 

Assets designated  as OT which require this 

oversight and control may reside in any (or 

all) of these tiers, as indicated in Table 1: 

 
Table 1:   Propagation of OT assets 

 

Tier Potential OT assets 

Enterprise IT oversight of OT platform 

command and control centres 

and infrastructure 

Corporate IT oversight of OT platform 

reporting applications and 

historical/trending data sets 

Facility Building management systems 

(BMS), physical access control 

systems, networked video 

surveillance (NVS) systems 

Production Manufacturing control systems, 

robotics, SCADA, material 

handling/scanning applications, 

supply chain monitoring and 

management platforms 

 
A comprehensive workflow should be 

established to identify each platform and 

device that is designated  as OT across 

the enterprise. Once OT designation has 

occurred, true OT network segmentation 

can be accomplished. 

OT assets should be, at a minimum, 

logically segregated using secure virtual 

local area network (VLAN) and firewall 

connections to separate OT assets from the 

company’s core administrative network. 

Ultimately, segregation at a hardware level 

(dedicated switches in the field handling only 

OT assets) is preferred but can be challenging 

especially when being deployed across an 

infrastructure that was installed prior to 

the identification of the sensitivity of OT 

assets. If retroactively applying a physical 

segregation should be deemed unfeasible due 

to budgetary or service level constraints, a 

‘hybrid’ approach should be taken wherein 

new instances of OT should be physically 

segregated while legacy systems can remain 

logically segregated across the network. 

The logical (or physical) segregation 

should be deployed to simultaneously to 

partition OT assets from non-OT networks 

and devices and from other OT platforms. This 

platform-specific segregation will allow for 

the isolation of a specific OT platform from 

other enterprise assets should a credible 

threat be discovered that targets this hardware 

or software, or should an actual threat agent 

be detected within the specific OT segment. 

With this segmentation and segregation in 

place, a ‘drawbridge’ strategy can be developed 

to allow for the isolation of a specific lower 

tier of the overall network asset pyramid from 

the more critical tiers above a compromised 

domain. 

A holistic monitoring and mitigation 

programme should be in place utilising 

security information and event management 

(SIEM)8 and other platforms to effectively 

enforce targeted cyber intrusion and 

detection and mitigation strategies.9
 

This ‘drawbridging’ will keep a facility or 

production platform compromise from 

propagating across the overall network which 

can create the catastrophic level of business 

disruption and financial impact referenced at 

the beginning of this article. 
 

 
PHYSICAL SECURITY TO ENFORCE 

OT NETWORK SEGMENTATION 

The logical segmentation of the OT 

network will minimise the exposure to 

the introduction and propagation of threat 

agents within the OT domain and the cross- 

network compromise of core corporate IT 

assets from these agents. 

To further bolster these logical security 

measures under the governance of the 

cyber security team, the company’s physical 

security team must be engaged to limit and 

normalise the physical access to the on-site 

OT assets that reside across the enterprise. 

This programme will introduce the 
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concept of using physical security devices 

and platforms to protect OT. 

The implementation of physical security 

devices to protect OT must be accomplished 

in a holistic fashion between key stakeholders 

within the company’s physical security, 

IT security and OT operations/security 

departments to empower an integrated and 

interconnected approach top addressing zero 

one tech (ZOT) security vulnerabilities. 

The core concept of physical security 

control is to standardise the application 

of physical security countermeasures  in a 

layered, defence-in-depth approach that 

segregates the company’s most critical assets 

behind several concentric rings of physical 

security countermeasures,  as represented in 

Figure 2. 

The facility perimeter is defined as the 

area that is accessible to the public before 

the first security barrier is reached. This 

area includes driveways, walkways, loading 

docks, visitor parking and any other grounds 

accessible to the general public. Facility 

perimeter area security should be developed 

and deployed utilising crime prevention 

through environment design (CPTED)10
 

best practices, physical security technology 

systems and non-technology elements 

including fencing, landscape design, lighting 

and bollards/vehicle control solutions. 

The public space at each facility is 

defined as those areas within the security 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2:   Physical security protection levels 
Source: Author 

perimeter where the general public (visitors, 

contractors, temporary employees, curious 

passers-by, etc.) are allowed to enter and be 

identified by the facility’s personnel. Public 

space areas include the main lobby and the 

loading dock area. 

The public space may be unlocked 

during normal business hours if a there is an 

appropriate number of company personnel 

posted in the area to control the flow of 

visitors, contractors, temporary employees 

and other personnel entering the facility. 

A security portal must be implemented 

within the public space for the proper 

identification and badging of visitors and for 

notification of facility employees who may 

need to come to the public space to escort a 

visitor. Adequate space should be provided 

for a waiting area that is under scrutiny by 

company personnel for visitors to await 

their escorts. 

The next security level within the facility 

is the employee space. This space is defined 

as the area where facility employees, 

contractors and authorised temporary 

employees are allowed access to perform 

their routine work assignments. 

All visitors while within the employee 

space should be escorted. Visitor and 

employee badges should be worn in plain 

view to facilitate the challenging of any 

personnel seen within the employee space 

without a proper security credential. 

The separation between the public space 

and the employee space should contain 

an electronic access control portal to 

ensure that only authorised and approved 

personnel enter the space and an intruder 

or a terminated employee or a contractor 

with an expired or deleted access credential 

may not enter the space. This access control 

portal should be under constant viewing 

and recording from a networked video 

surveillance (NVS) system. 

Restricted space is the highest level of 

security within the facility and addresses 

those areas that contain facility assets and 

information that should not be accessed 
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by the general employee population. 

Examples of these sensitive areas are network 

equipment rooms, control (OT) equipment 

rooms, network traffic areas, HR/legal/ 

finance areas and computer rooms. 

Access to restricted space areas should 

be through portals controlled by electronic 

card access control readers. The security 

system should be programmed with enough 

access levels to only allow those personnel 

with a specific need to be in each restricted 

space area. 

Proper application of physical security 

countermeasures within the restricted space 

to effectively protect OT may require an 

on-site assessment of how current physical 

security countermeasures are implemented 

and their current coverage of specific 

OT assets. 

The traditional application of physical 

access controls and NVS monitoring at 

facilities encompassed core company assets 

including IT infrastructure both in computer 

rooms and in intermediate distribution 

frame (IDF)/building distribution frame 

(BDF) rooms. 

The deployed OT assets at a facility 

may be collocated within these rooms, 

but there may be a broad spectrum of 

process control or manufacturing control 

assets (programmable  logic controllers 

[PLCs], distributed processors, production 

line automation controllers, etc.) that are 

deployed within cages or other areas across 

the production floor. 

Gathering and documenting these 

locations will allow the company to 

determine additional access control 

methodologies to limit the personnel who 

can physically put hands on these assets, 

preventing potential system compromise or 

the introduction of third-party eavesdropping 

equipment to potentially implement a man- 

in-the-middle (MITM) attack.11
 

The implementation at the facility level 

of physical security technology should be 

governed by a physical security standard 

developed by the company’s security 

department and approved by all key 

stakeholders (real estate, facilities, IT, etc.) 

to ensure that these devices and mitigation 

measures are applied in a consistent fashion 

across all facility types. 

Monitoring and incident management 

for physical security technology should 

be further governed by a documented and 

auditable concept of operations 

(CONOPS)12  that guarantees adherence to 

best practices in the consumption of alert 

data from the field and the establishment of 

corrective actions to be taken by the security 

department in responding to and resolving 

site incidents. 
 

 
TRANSITIONING PHYSICAL SECURITY 

ASSETS TO THE OT DOMAIN 

Many organisations categorise physical 

access control, security and NVS systems 

and devices as facility-based  assets. Moving 

these assets into the OT domain significantly 

increases their risk-management value to 

the enterprise and introduces several layers 

of management and oversight that are not 

typically required from a facility-only asset. 

This reclassification, standardisation and 

implementation of a more holistic and 

robust physical security protection layer will 

enhance and enforce the network segregation 

strategies of the overall OT security 

protection initiative. 

Concurrent with this implementation 

should be the reclassification of physical 

security devices and platforms from 

segregated assets under the management of 

the corporate security department to core 

OT assets under the governance of the 

overall OT programme management. 

This evolution from physical security 

assets protecting OT to physical security assets 

being treated as OT has many far-reaching 

implications and workflows which are 

expanded upon in detail, including: 

 
•  Project management; 

•  Asset management; 
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• Date placed in service • Device manufacturer/ 

model # 

• Serial number • Physical location 

• IP address • Firmware version 

• Environmental 

conditions 

• Anticipated life cycle 

 

 
 

•  Identity access management (IAM); 

•  Service ticket management; 

•  Patch management; 

•  Disaster recovery (DR)/business 

community planning (BCP) management; 

•  Joint special operations command (JSOC) 

monitoring. 
 

 
 

Project management 

The project management workflow needs to 

support the concurrent implementation 

management of applying physical security 

technology with company standards and the 

assimilation of these devices into the OT 

landscape. 

This is accomplished via extensive design, 

engineering and documentation of the 

physical security countermeasures  that deliver 

device-by-device graphical representations 

of what is being installed at each facility, 

combined with programming documentation 

for how these devices will be integrated to 

support the overall security CONOPS. 

The project management function must 

also focus on not only standard construction 

administration (making sure that all 

devices that were procured are installed 

per specifications) but also on a robust 

and comprehensive programme for the 

documentation of system commissioning. 

Each protected portal at a facility 

containing OT assets must have all of its 

monitorable functions confirmed (in the case 

of physical access control, this would include 

states such as access granted, access denied, 

door forced open, door held open, reader 

data loss, reader data restore, tamper active, 

tamper clear, etc.). 

This baseline confirmation would be 

augmented by the confirmation of all 

downstream integration functions (NVS 

camera call-up, increased recording 

resolution, operator commands, map/graphic 

call-up) along with documentation of all 

functions on a portal-by-portal basis. 

Asset management 

The detailed project management 

documentation can now be utilised to 

support the asset management tasks required 

to catalogue and document the installed 

inventory of physical security assets across the 

enterprise. 

Table 2 shows the minimal data set 

required for this asset management 

programme includes, by physical security 

device connected to the network. 

Capturing this documentation of the 

installed physical security asset inventory will 

allow for the core business functions of life 

cycle management and service trending along 

with the enhanced capability to effectively 

monitor and mitigate threats to these devices 

and their underlying network connections. 

Vulnerabilities to Internet Protocol (IP)- 

based security devices are common, and 

the company needs to be in a position to 

rapidly ascertain whether it has any instances 

in its network of compromised devices, 

where these devices reside physically, where 

they are connected logically and what the 

potential remediation effort is to correct a 

compromise. 

This corrective measure could be as simple 

as an updated firmware ‘push’ to the affected 

devices or as complex as disabling  the 

affected devices connection to the network 

until their compromise can be manually 

remediated. 

Assimilating these data points into an asset 

management programme will automate the 

discovery and remediation efforts required 

to manage potential compromises to resolve 

issues in hours instead of the days that could 

be required in a manual process. 
 
 
Table 2:   Asset management data fields 
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Identity access management (IAM) 

Converged and integrated IAM must be 

applied across both the physical and logical 

access control domains to enforce the 

company’s OT protection posture. 

In a converged environment, employee 

access rights are governed by a converged 

database that consumes and manages data 

from the IT/cyber security organisation, 

HR, the security organisation and contract 

(third-party resources) management. 

A benefit of this convergence is to allow 

for more convenient onboarding of 

personnel (any stakeholder department can 

request and pre-populate access requests). A 

more compelling business support element 

is the ability of any single department to 

revoke access rights and have this revocation 

cross-populate to the other affected domains. 

At many companies this is a manual and 

time-consuming process with disparate data 

sets and access privileges dispersed across the 

enterprise. 

In an environment of robust OT 

protection, a person who has been identified 

as a risk must have all privileges revoked in 

a timely fashion. This is especially pertinent 

within the OT context, since many of the 

individuals who have logical access privileges 

to the platforms and systems identified also 

have physical access rights to programme and 

maintain these assets. 

Besides immediate revocation of 

privileges, converged IAM environments13 

can also allow for dual authentication of 

access requests for critical OT platforms. This 

convergence aligns a logical access request 

(through active directory [AD] or other 

logical identity management portal) with 

a physical location confirmation that the 

requester is actually in the facility/area where 

the equipment they are accessing resides. 

 
Service ticket management 

The traditional model for service ticket 

management for a facility-based asset is to 

dispatch a service vendor to ‘roll a truck’ and 

head to the site to troubleshoot and correct 

a reported system issue. This model can 

introduce response times for service from 

4 to 36 hours from when the service call is 

placed and repair times starting at another 4 

to 36 hours from when a technician arrives 

on site. 

When these assets move to mission- 

critical risk management devices, this service 

model introduces inadequate response and 

remediation times and increased long-term 

operational costs. 

With the transition of security devices to 

IP-connected network appliances, the service 

management of these appliances should 

follow the established workflow of core IT 

service support. 

A triage model should be put in place to 

ascertain whether an apparent device failure 

is in fact the endpoint device, or if it is an 

interruption of services (network, power, 

processing, etc.) between the endpoint device 

and the monitoring workstation. 

Typical security devices have a five to ten- 

year useable life cycle, so in most instances 

of service ticket creation the root problem is 

not the endpoint device. 

Properly trained and experienced 

technical resources can triage and remediate 

these service disruptions within the physical 

security layer and bring devices back online 

in minutes instead of hours or days. Only 

when a true endpoint device failure is 

confirmed would there be a requirement 

to ‘roll the truck’ and have a service vendor 

repair or replace the device, with its inherent 

costs and time delays. 

Typical security system installation and 

service contractors do not have the technical 

acuity to perform this level of triage and 

network-centric troubleshooting services. 

There are independent managed services 

providers within the physical security market 

that can provide this level of support. 

The key to success in provisioning and 

maintaining this service ticket management 

environment is to establish a single, 

enterprise-wide physical security technology 



Cyber Security: A Peer-Reviewed  Journal   Vol. 4, 1 29–39   © Henry Stewart Publications 2398-5100 (2020) 36 

Integrating physical security technology into the OT domain 

 

 

 
 

‘help desk’ wherein all service issues are 

reported directly to the triage team, service 

vendors are only dispatched when warranted, 

and all key performance indicators (KPIs) 

for mean time to respond and mean time to 

repair along with service and maintenance 

costs are captured within this entity. 

In our experience providing third-party 

managed services for global organisations 

and managing thousands of service tickets 

annually, we have found that over 75 per 

cent of service requests can be resolved via 

triage with mean times to respond at less 

than 30 minutes and mean time to repair at 

under one hour with no exposure to outside 

service vendor expenses. 

The asset management database should 

Table 3:   Additional asset management fields 
 

• Last service date • Service/trouble 

frequency # 

• Last false alert date • False alert frequency 

 

also be appended to provide these additional 

fields to assist in the trending and mitigation 

of repeat trouble or service problems from a 

specific facility or device (see Table 3). 

A normalised process should be in place 

for the service ticket workflow (see Figure 3) 

and verification of the resumption of services 

with the requester in the field. This drives 

end-to-end documentation and auditability 

of the process and ensures user group 

involvement and satisfaction with the service 

levels provided. 
 

 

 

Figure 3:   Service ticket procedure 
Source: Author 
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Patch management 

Maintaining security and version control 

integrity across the physical security assets 

that are categorised  as OT is paramount for 

their continued defence of company assets 

and their intrinsic defence posture against 

cyber security compromise. 

Patch management of physical security 

technology as OT involves three distinct 

workflows with their own unique domain 

owners and cadence: operating system (OS) 

updates, application-specific updates, and 

threat-specific remediation patches. 

OS updates (particularly from Microsoft) 

are on a bi-weekly cadence. Typical OS 

patch management is governed within 

an organisation from the IT department’s 

utilisation of a version control agent that 

propagates the updates to all machines 

within the company’s domains, which would 

include servers, workstations and network 

video recorders (NVRs) within the physical 

security space. 

Some manufacturers of these systems have 

an OS update verification process to confirm 

there are no operational issues with these 

updates to their applications in the field. This 

verification process normally trails the OS 

update by 2–3 days. Exceptions are reported 

to clients so they can apply the approved 

patches and delay implementation of an OS 

patch that may present an issue. 

While these exceptions are not a weekly 

(or even monthly) occurrence, they should be 

taken into account in the cadence of OS patch 

propagation to the physical security platform 

machines to allow for exceptions and to avoid 

causing any interruptions of service. 

Application-specific updates within the 

physical security platform usually include 

an annual full version upgrade as part of an 

ongoing software support agreement (SSA) 

with the manufacturer. Inter-version updates 

to address software issues are distributed 

as required approximately on a quarterly 

cadence. This workflow also includes firmware 

updates for IP-connected devices such as 

control panels and NVS endpoint cameras. 

Table 4:   Patch categories/cadence/owners 
 

Patch category Cadence/owner 

OS Weekly. IT OS management 

agent in coordination with 

physical security 

Application/firmware Annual + ≈ quarterly. 

Physical security 

Threat-specific As required. IT and 

protection software provider 

in coordination with physical 

security 

 

Application-specific updates would not be 

governed by the IT agent, since these 

programming initiatives often require 

stopping the services of the affected devices 

and should be scheduled and overseen by the 

security organisation. 

Threat-specific remediation patches are 

most often distributed from the company’s 

cyber security protection software provider 

in response to a particular virus or malware 

vulnerability. 

These patches are applied by the IT 

security organisation and should be 

coordinated with the physical security 

platform stakeholders to ensure they do not 

interrupt downstream system operations. 

The physical security technology ‘help 

desk’ can act as a key point of coordination 

for all of these patch initiatives to ensure 

proper version control, communication with 

the IT organisation and maintenance of 

maximum system uptime in the field. 

 
DR/BCP management 

A compromise within the OT domain 

will have far-reaching impact across any 

enterprise, inclusive of triggering disaster 

recovery (DR) and business continuity 

planning (BCP) teams and workflows. 

The IT organisation, the cyber security 

team and the physical security team need 

to organise and document their response 

protocols to support DR and BCP efforts 

in the event of a compromise and the 

downstream recovery efforts to allow for 

resumption of normal business activities. 
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This proactive posture should be bolstered 

by work sessions and table-top exercises to 

assign leadership and support roles in advance 

of an incident. This will ensure the most 

effective management and coordination of 

efforts in the event of an actual compromise. 

The scrutiny and drive from executive 

leadership in one of these incidents will be 

intense, and all team members should be 

prepared for their assigned tasks and have 

drilled these tasks in a simulated environment 

to be able to adequately handle this pressure 

in a live response scenario 

 
JSOC monitoring 

A successful OT protection programme 

exhibits convergence between IT 

infrastructure, cyber security and physical 

security on several levels, as previously 

detailed. This convergence should not break 

down at the command and control level of 

the organisation. 

Merging and integrating the monitoring 

of cyber security and physical security into 

a collaborative JSOC environment will 

allow for the rapid response to threats or 

compromise and the immediate application 

of remediation efforts to address issues in 

the field. 

Analysts from both disciplines should be 

collocated and cross-trained to maintain 

deterrence countermeasures, detect threats 

and risks, and to respond effectively in a 

cross-disciplinary and collaborative fashion. 

 
CONCLUSION 

OT has emerged as a mission-critical 

core business asset that can have grave 

ramifications for the company’s revenue, 

reputation and shareholder value if 

compromised. 

A converged and cross-functional 

approach must be taken to address the 

protection of the OT domain, with physical 

security technology assets playing a key role 

in this protection landscape. 

Applying physical security in a standardised 

and documented fashion to protect potential 

vulnerabilities is a prudent business decision 

and should be a key component in an overall 

OT and IT security management 

programme. 

As these countermeasures are applied, they 

represent an attendant investment in an 

additional platform that will be categorised  as 

OT and all assets under this domain should 

be applied, monitored and maintained under 

the same strict disciplines that apply to other 

mission-critical appliances and applications. 
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